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Abstract

This paper reports ®nite element numerical simulations of gas±solid ¯uidised beds using the two-¯uid
granular temperature model. The aim of the study has been to investigate the various phenomena that
have been observed in ¯uidised beds but have not been subject to numerical investigation. Two ¯uidised
beds, operating in the slugging and bubbling regimes, were modelled, and the formation, elongation,
coalescence and eruption of bubbles described. The e�ect of an obstruction on the ¯uidisation e�ciency
in a ¯uidised bed was investigated. Granular temperature distribution inside the ¯uidised bed provided
an indication of the regions on the obstruction, which could be susceptible to erosion by particle
impact. 7 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Understanding the dynamics of ¯uidised beds is a key issue in making improvements in
e�ciency of ¯uidisation. Perforce, this understanding will have to be achieved through
numerical modelling as experimental data, though essential, will not be able to provide the
necessary comprehensive description of ¯uidised bed behaviour. The rapid development of
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computers, numerical methods and solution techniques are now beginning to provide the tools
necessary to model the dynamics of these complex systems.
Numerical approaches used in the literature for modelling particle±¯uid ¯ow can be divided

into two categories: continuum and discrete models. Continuum models assume that the
dispersed phase behaves as a ¯uid. Discrete modelling, on the other hand, deals with individual
particles. This fundamental modelling approach, used for example by Tsuji and Kawaguchi
(1993), involves the interaction between individual particles subjected to drag forces exerted by
the ¯uidising gases. To simulate inter-particle collisions, two models are used: the hard sphere
model and the soft sphere model (Tsuji and Kawaguchi, 1993; Crowe et al., 1998). Impulse
equations, together with the restitution coe�cient, relate the velocities of particles before and
after collision. In the soft sphere model, forces acting on particles during contact are also
considered. This approach involves modelling, explicitly, granular turbulence, and has the
advantages of simplicity and that the characteristic properties of individual particles such as
size and density can be speci®ed. The ability to model the rotation and velocity of individual
particles is another advantage of this method. The main limitations are that it needs small time
steps to model the contact between particles and that each particle in the system needs to be
modelled.
The two-¯uid model (TFM) is perhaps the most commonly used model for predicting the

dynamical behaviour of ¯uid±particle systems (see, for example, Soo, 1967; Enwald et al.,
1996, and references therein). In this model, the gas and particulate phases are assumed to
form two inter-penetrating continua, and continuity, momentum and energy equations are
written for both, the particulate and ¯uid phases. In the work of Gera et al. (1998), the results
for simulations of single bubble formation using a TFM and an individual particle tracking
model were compared which showed agreement, further supporting the case for the use of the
former approach. The formation of a single bubble has also been simulated using other
numerical models. Harris (1996), for example, used a numerical method to calculate the
velocity potential due to the bubble by employing a point source and a dipole at the bubble
centroid. He assumed that the bubble surface remains spherical. The formation, rise and
eruption of a single bubble in a two-dimensional gas-¯uidised bed has been simulated
numerically by Gidaspow (1986) and Kuipers et al. (1992a, 1992b), using the TFM. Fluidised
beds containing obstructions with di�erent shapes and con®gurations have also been
investigated numerically. For example, Lyczkowski et al. (1993) simulated the solid phase
velocity pro®le and porosity distributions in a ¯uidised bed consisting of a immersed tube
bank. Other numerical simulations of ¯uidised beds can be found in the works of Christie et
al. (1998), Pain et al. (1998), Hu (1996), Kuipers et al. (1992a, 1992b), Ding and Gidaspow
(1990) and Bouillard et al. (1989). Additional details of the history of ¯uidised bed modelling,
together with various continuous modelling approaches, are given by Enwald et al. (1996).
Hydrodynamic behaviour of ¯uidised beds has been investigated by Geldart (1986), Davidson
et al. (1985) and Lim et al. (1995).
Many two-¯uid models used in the literature su�er from uncertainties in prescribing the

viscosity and normal stress of the solids phase (Ding and Gidaspow, 1990). Various non-
Newtonian models for the internal stresses of the solid phase have been proposed, (see, for
example, Gidaspow and Ettehadieh, 1983; Gidaspow, 1986). These viscosities were correlated
with experimental observations. However, the need for a more systematic way of prescribing
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viscosity has lead to the popularity of the granular temperature model (Chapman and Cowling,
1970; Savage, 1983; Shahinpoor and Ahmadi, 1983; Jenkins and Savage, 1983; Lun et al.,
1984; Johnson and Jackson, 1987). The work of Ocone and Astarita (1993), which is based on
an analogy between kinetic theory of gases and binary particle±particle collisions, provides a
means of calculating the internal stresses for the solid phase without resorting to correlations.
Investigations by Cao and Ahmadi (1995), Samuelsberg and Hjertager (1996) and Ding and
Gidaspow (1990) have shown the ability of the two-¯uid granular temperature approach to
model, numerically, bubbling gas±solid ¯uidised beds.
This paper describes the results of the numerical modelling of gas±solid ¯uidised beds using

the two-¯uid granular temperature approach. The basis of the numerical model is a transient,
mixed ®nite element discretization, which is used to solve the multi-phase equations with a
discontinuous ®nite element representation of the granular temperature and continuity
equations and a Petrov±Galerkin discretization of the momentum equations. The advantage of
using this ®nite element scheme is that it has been proven stable and is capable of addressing
geometrically-complex ¯uidised bed con®gurations.
Two di�erent ¯uidised beds involving incompressible, isothermal mixtures with no phase

exchange have been studied: the ®rst is a slugging ¯uidised bed and the second a bubbling
¯uidised bed with an obstruction. Various phenomena that have been observed in ¯uidised
beds but have not been subject to a numerical investigation, until now, are analysed. In both
¯uidised beds studied, the gas (air), at room temperature, enters from bottom of the bed and
exits from the top, while the solid phase (spherical particles) circulates inside the bed.
The next section provides an overview of the CFD modelling, the governing equations

solved and appropriate boundary conditions. Section 3 presents simulation results of a ¯uidised
bed of D-particles (in Geldart's, (1986), Classi®cation) operating mainly in a slugging regime.
Comparison has been made between the existing experimental data and the results of the
simulations. Various phenomena in the two-phase ¯ow such as formation, coalescence,
elongation and eruption of bubbles have been simulated and compared with the qualitative
description of behaviour of bubbles available in the literature. The results of the simulations
are compared for cylindrical and Cartesian coordinates, and the e�ect of breaking symmetry
on the solutions, in Cartesian coordinates, has been investigated. In Section 4, ¯uidised beds
containing both spherical and cylindrical obstructions in the central region of the bed have
been simulated. Velocity pro®les obtained from the simulation and experiment are compared.

2. Physical and numerical model description

In this section, the governing equations of gas±solid ¯uidised beds are presented along with
the appropriate boundary conditions. The details of the numerical ®nite element discretization
and solution of these equations are given in Pain et al. (1998). In summary, the numerical
model is a transient, mixed ®nite element method that uses quadrilateral elements with a bi-
linear variation of velocity and a discontinuous piece-wise-constant variation of volume
fraction, pressure and granular temperature. The momentum equations are discretised using a
Crank±Nicholson time-stepping method and a Petrov±Galerkin discretisation in space. This
model has been incorporated into the general purpose CFD code FLUIDITY. One of the main
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features of the code is that the ®nite element discretisation employed does not introduce large
arti®cial dissipation into the ¯uids calculation which is extremely important when tracking
bubbles through a ¯uidised bed.

2.1. Governing equations

The derivation of the governing equations of gas±solid dynamics can be found in Ding and
Gidaspow (1990), and the boundary conditions in Hui et al. (1984). In the examples considered
in this paper, both phases are assumed incompressible, which is a reasonable approximation of
the adiabatic ¯ows presented in the applications sections.
Although Enwald et al. (1999b) have shown some e�ects at high pressures (larger gas

densities and therefore greater inertial forces) of gas phase turbulence, this has been ignored in
this work because of the considerable addition uncertainties in the model closures. In addition,
gas phase turbulent suppression is large for densely packed beds, motivating the neglect of
these e�ects, e.g., Ding and Gidaspow (1990).

. Continuity equation for phase k:

@

@t
�akrk� �

@

@xi
�akrkvki� � 0: �1�

where k � g denotes gas, k � s denotes solid particles, rk is the density of phase k, ak the
volume fraction of phase k, vk the velocity of phase k, t is time and xi is the ith spatial
coordinate.

. Momentum equation for phase k:
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where pg is the pressure of the gas phase, g is gravity, b is the friction coe�cient and Gs is
the frictional force exerted on the solid phase by the wall (see next subsection) and Gg

describes the friction between the gas and the wall Ð this is calculated from Blasius's
equation (47) with a length scale equal to the height of the ¯uidised bed.

. Gas phase Newtonian viscous stress:
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. Solids phase stress tensor:
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. Solids pressure:

ps � asrs

�
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where e is the particle±particle restitution coe�cient and T is the granular temperature.
. Solids shear viscosity:

ms �
4

5
asrsdsg0�1� e�

�
T

p

�1
2

�6�

where ds is the diameter of the ¯uidised particles.
. Solids bulk viscosity:

zs �
4

3
asrsdsg0�1� e�

�
T

p

�1
2

�7�

Various correlations are reported in the literature for the radial distribution function g0, see
Ding and Gidaspow (1990), Johnson and Jackson (1987), Ma and Ahmadi (1986), Carnahan
and Starling (1969). We use a correlation proposed by Johnson and Jackson (1987) but
amended to produce an improved ®t to the results presented in Carnahan and Starling
(1969):
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. Gas±solid friction coe�cient (from Ergun equation) for ag < 0:8
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(mg is the dynamic viscosity of the gas phase) and for ag > 0:8
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and for Res > 1000
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. Fluctuation energy equation �32T � 1
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. Collisional energy dissipation g
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. Flux of ¯uctuating energy
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2.2. Boundary conditions

In order to solve the set of equations obtained for the gas±solid ¯ow, appropriate boundary
conditions for velocity and volume fraction of both phases and the granular temperatures of
the solid phase are necessary. The volume fraction of gas is set to unity where gas enters the
system (at the bottom in¯ow boundary). The particles may slip at the wall or bounce o� the
wall, creating complicated boundary conditions which will require simpli®cation for use with
the TFM.
The boundary conditions for gas and solid phases at the walls are: prescribed shear stress Ð

obtained from Blasius equation for the gas (see Schlichting and Kestin, 1968) with a length
scale equal to the height of the initial solid occupied domain (approximated with the shear
stress of gas on a plane surface measured at a length equal to this height); no normal ¯ow;
prescribed ¯uctuating energy ¯ux. At the top of the domain all components of the gas (air)
stress tensor are set to zero allowing the gases to enter and leave the domain unhindered. Since
pressure is the dominant part of the total normal stress component, this in e�ect sets the
shared pressure level to zero at the topmost part of the domain (outlet boundary). Thus, the
atmospheric pressure level must be added to this pressure where pressure is needed for
compressible ¯ow. No normal ¯ow and zero shear stress conditions are applied to the solid
phase at the topmost boundary (outlet), so there is no loss of solid in the simulations. In
addition, at the in¯ow boundary the gas velocity component normal to the boundary is
prescribed and zero gas shear stress conditions are used in the simulations.
Wall boundary conditions involving a wall±particle restitution coe�cient, as described by

Jenkins (1992) were used for the particulate phase. The boundary conditions applied to the
particle phase can be summarised as follow: de®ning R as

R � 7

2

�
1� e

1� b0

�
S

N

where e is the wall restitution coe�cient, b0 the tangential coe�cient of restitution, N the
normal stress (the solid phase pressure is used here to approximate N ) and S the shear stress.
The shear stress at the wall can be calculated from the following correlation,

R �
(

3
2r, 1RrR2
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2
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where, r � vwall

�3T�0:5 , m0 � 7
2� 1�e1�b0 �m, in which, vwall and T are the slip velocity and granular

temperature of the particle near the wall and m is the friction coe�cient.
Let us de®ne the normalised frictional ¯ux, FF, by:
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In Jenkins (1992), an expression for FF was determined
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where Q is the rate at which ¯uctuation energy is provided to the ¯ow per unit area of the
wall. This provides a convenient expression for Q � q � n, which is applied in a natural ®nite
element sense (Johnson, 1995).

3. Simulation of a slugging ¯uidised bed

The experimental apparatus operating in the Delft University of Technology (see van der
Hagen et al., 1999), has been used to provide data to check the validity of the model. The bed
consists of a 400 cm high cylindrical column with a diameter of 38.2 cm; the solid polystyrene
particles have a density of 1.102 g/cm3 and diameter 0.1899 cm. The gas phase is air at room
temperature and enters the domain from the bottom of the bed, with a super®cial velocity of
280 cm/s Ð 43% of the particle terminal velocity. The static bed height is 51 cm. A maximum
packing factor of 57%, a particle±particle restitution coe�cient of 0.99, a particle±wall
restitution coe�cient of 0.75 and a friction coe�cient of 0.02 were used in the simulations,
unless otherwise stated. These parameters were obtained from numerical experimentation in the
absence of available data.
A uniform ®nite element grid of 20� 60, in the x- and y-direction, respectively, was used in

these simulations. Grid convergence was checked by repeating selected calculations with a 40�
120 mesh. The frequency of the ®ne grid void fractions were very similar (see Section 3.1) to
the coarser grid suggesting that grid convergence had been achieved. This may have been due
to the bubbles being fairly large relative to the grid size for this problem. Time-step size
convergence was also checked in a similar fashion: the step-size was reduced until frequency
and void fractions for selected cases did not change signi®cantly. An adequate converged time-
step size value for the simulations was found to be 10ÿ4 s. The 200 cm height domain used for
the simulation was shown to be adequate in order to minimise the e�ect of the imposed outlet
boundary conditions on the main ¯ow.
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3.1. Results and discussion

Based on the particle size and the density di�erence between particles and air, the solid
phase can be classi®ed as Geldart group D powder (Geldart, 1986). Using the second form of
the Thonglimp (1981) correlation, the minimum ¯uidisation velocity was calculated to be 62
cm/s Ð 22% of the gas inlet velocity.
Initially, axi-symmetric cylindrical coordinates were used in the simulations. These initial

results showed that, due to the highly three-dimensional nature of the problem, cylindrical
coordinates produced results which were not consistent with experiments. For example, a high
concentration of particles along the central axis was observed, see Fig. 9(a). The reason was
that using axi-symmetric coordinates and hence applying a no-normal ¯ow boundary condition
along the central axis, prohibits particles from crossing the central axis. This acts in a similar
manner to a vertical wall and so can result in a high local particle concentration. Since a three-
dimensional simulation of the ¯ow would be very demanding in resources, the simulation was
performed using 2D Cartesian coordinates instead. To overcome the problem of having high
concentration of particles in the centre of the reactor, the symmetry was broken by changing
the direction of the gravity up to 1% for a short period of time - the ®rst second of simulation.
Results are time-averaged over 15 s of the simulations.

Fig. 1. Fluidised bed in the slugging regime: (a) time-averaged velocity vectors of particles. In the time-average sense

the particles move upwards near the centre and fall down close to the walls. The maximum velocity in this graph is
233 cm/s. (b) Time-averaged stream-wise velocity distribution of particles at various heights in the bed. (c) Time-
averaged volume fraction distribution of the particles inside the bed.
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Fig. 1(a) shows the average velocity vectors of particles and indicates that particles move
upwards at the centre of the bed and fall down near the wall. Fig. 1(b) illustrates the time-
averaged velocity distribution of particles, in the vertical direction, at various heights of the
bed. As can be seen, within a radius of 10 cm, particles are rising in the centre of the bed and
falling down close to the wall. This phenomena is consistent with the description of the
experiment by van der Hagen et al., which states that: ``bubbles are moving upward in the
centre of the zone and particles are falling along the bed wall''. Fig. 1(c) shows the time-
averaged volume fraction of solid particles inside the bed and indicates enhanced voidage in
the central region and a high volume fraction of particles near the wall. This behaviour has
been reported in many experiments. Gajdos and Bierl (1978) and Qin and Liu (1982) appear to
have been the ®rst to present radial voidage pro®les showing high voidage in the centre and
lower voidage close to the wall (Lim et al., 1995).
Power spectra of the ¯uctuation of the particle volume fraction were calculated at various

positions along the central axis of the bed �z � 57, 77, 99 cm) and 1 cm from the walls. The
results indicate that di�erent positions of the bed oscillate with di�erent frequencies, ranging
from 0.7 to 1.4 Hz. This is consistent with the results of van der Hagen et al. experiments who
report: ``the auto power spectral density of gamma signal was calculated in order to study the
frequency distribution of gas fraction ¯uctuations. A dominant frequency band of 1±1.5 Hz
appeared in the spectra, both for central and peripheral measurements at all axial positions''.
These frequencies compare well with those of the Baskakov et al. (1986) equation for
frequency � 1p� g

Hmf
�1211:2�, which is a theoretical model based on the release of a single bubble

at a time from the bed, and an analogy with the oscillations under gravity of liquid in a U-
tube. Hmf is the bed height at minimum ¯uidisation velocity Umf. Baskakov's equation results
also agree with the equation of Roy et al. (1990), which states that the frequency f is related to
the speed of sound c according to f � c=4H for a ¯uidised bed of height H in which c �
�dp=dr�12 with r being the bulk density of the bed.
The time-averaged granular temperature, de®ned as 3

2T � 1
2� �C�2, where �C is the ¯uctuation

velocity of the particulate phase, is shown in Fig. 2. It is relatively large near the top of the
bed and is also larger near the wall than in the central region of the bed. The reason is that,
near the top of the bed, some particles are falling while others are still rising. This creates a
large particle shear stress in this region. Shear stresses close to the walls are also large, due to
the concentration of particles and the relatively large velocity gradient of the particulate phase.

3.1.1. Coalescence of bubbles
As a result of bubble coalescence, large bubbles form in the middle of the bed. Various

mechanisms are reported in the literature for the coalescence of bubbles. Clift and Grace
(1985) explain that, assuming two bubbles centred on a common vertical line rise vertically, the
lower bubble accelerates under the in¯uence of the leader so that coalescence occurs when the
lower bubble catches up. For bubbles not in vertical alignment, Toei et al. (1967) explain that
the lower bubble moves towards the line of rise of the upper, subsequently accelerating
vertically to enter its wake, so that coalescence occurs typically with the bubble alignment
almost vertical. However, Cran®eld and Geldart (1974) explain that ``Coalescence in group D
beds is much less understood: qualitatively, bubbles appear to grow by absorbing gas from
neighbouring bubbles rather than as a result of relative bubble motion''.
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Fig. 3 shows the modelled process of coalescence of bubbles. As can be seen, bubbles that
are created near the bottom corners of the bed at t � 7:4 s, have moved towards the centre and
the line of rise of the upper bubble, by time t � 7:5 s. At t � 7:6 s, the bubble in the centre has
entered into the wake of the upper bubble, and at t � 7:7 s the bubbles have coalesced. This

Fig. 2. Time averaged granular temperature of particles for ¯uidised bed in the slugging regime (simulation

performed in Cartesian coordinates) maximum temperature in diagram is 920 cm2/s2.

Fig. 3. Distribution of volume fraction of particles in the slugging ¯uidised bed.
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coalescence behaviour is consistent with the explanation of Clift and Grace (1985). As a result
of coalescence near the top of the bed, bubbles near the top are larger than these near the
bottom of the bed. Since, at the top of the bed, the size of the bubble is comparable with the
diameter of the bed, this ¯uidised bed mainly works in the slugging regime. Fig. 4 illustrates
the corresponding velocity vectors of the spherical particles. Velocity vectors of the gas phase
are shown in Fig. 5. Gas ¯ows into the base of the bubble and out of the top, a behaviour that
is characteristic of group D Geldart powders. In this group, for large particle systems, all but
the largest bubbles travel slower than the interstitial gas, and gas short-circuits the bed by
entering the bottom of a bubble and leaving the top (Geldart, 1986). This is seen on comparing
the positions of the bubbles/slugs in Fig. 3 and the corresponding gas velocities in Fig. 5.

3.1.2. Elongation of bubbles
Bubbles are subject to elongation when rising along vertical tubes (Grace and Harrison,

1967), or during interaction with walls or other bubbles. This simulation showed that the walls
have an important role in the elongation of bubbles. Fig. 6 shows the elongation of a bubble
along the central axis of the bed, obtained in these simulations. The e�ect of the walls in
changing the direction of motion of the bubble is clearly illustrated by the `S' shaped slugs.
The corresponding velocity vectors of particles and gas are shown in Fig. 7. Two counter-

Fig. 4. Velocity vectors, at various times of the particle phase for the slugging ¯uidised bed, indicating how bubbles
coalesce.
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rotating vortices behind the large bubble, at time t � 6:2 s, can be seen in the particle velocity
vectors. Also, it can be seen that two secondary bubbles appear at the centre of these vortices,
apparently created by centrifugal forces. The ¯ow of particles in this case is quite similar to the
¯ow of a ¯uid past a blu� body. This behaviour was reported for the ®rst time by Davies and
Taylor (1950). Again, it can be seen, from the velocity vectors of the gas phase, that gas enters
from the base of the bubble and out of the top.

3.1.3. Eruption at the bed surface
Clift and Grace (1985) explain that, as a bubble approaches the upper free surface of a

¯uidised bed, a dome is seen to rise in advance of the bubble. A mantle of solids separating the
top of the dome from the roof of the bubble thins, until the bubble breaks through. Similar
behaviour can be observed in the volume fraction distribution of the particles shown in Fig. 8.
Periodically, relatively large bubbles burst through the bed surface, the bed collapses rapidly
and new bubbles slowly re-expand the bed.

3.1.4. Comparison between the results of simulations in cylindrical and Cartesian coordinates
The simulations showed that, the use of axi-symmetric cylindrical coordinates, can result in

an unphysical high concentration of spherical particles in the central region of the reactor. As
mentioned earlier, this is due to the no-normal ¯ow boundary condition at the central axis of

Fig. 5. Velocity vectors, at various times, of the gas phase for the slugging ¯uidised bed, indicating how bubbles
coalesce.
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the cylinder, applied in this system of coordinates. Various experiments have shown that the
central region should have a low concentration of particles. Applying a symmetrical boundary
and initial conditions in two-dimensional Cartesian coordinates results in the same problem.
However, when the symmetry is broken, the results of simulation are in closer agreement with
the experiment.
Some of these di�culties with axi-symmetric cylindrical coordinates have been circumvent in

Sun and Gidaspow (1999) by integrating the TFM equations between r � �ve and r � ÿve
extremes of the modelling domain and placing a donner cell on the r � 0 line so that
information can travel between r � �ve and r � ÿve of the domain. However, we believe this
is purely a numerical artifact and that in the continuum in axi-symmetric coordinates no
information can travel through this line. The axi-symmetric assumption does not allways lead
to these physically unrealistic ¯ows, for example, Gidaspow (1994) shows that both cases are
possible depending on the ¯ow rate, bed height and geometry.
Fig. 9(a) and (b) compare the time averaged distribution of particles obtained from the

calculations in the cylindrical and Cartesian coordinates (in the latter case when symmetry is
broken). As can be seen in this ®gures, the two geometries give rise to di�erent particle
distributions. A dynamic study showed that, in Cartesian coordinates, the correlation
dimension of this bed is about 1.8, and the system has a positive Lyapunov exponent,
indicating that this ¯uidised bed is chaotic according to Wolf et al. (1985). Since there always
exists asymmetry in particle interactions and geometry in a ¯uidised bed, and, since in chaotic
systems a very small perturbation grows exponentially, the whole system becomes asymmetric
after a short period of time. However, as shown in Fig. 9, the time-averaged results are

Fig. 6. Distribution of volume fraction of particles in slugging ¯uidised bed, indicating the elongation of a bubble.
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Fig. 7. Slugging ¯uidised bed: the ®rst three ®gures show the velocity vectors of particles and the next three indicate
the velocity vectors of the gas phase, when a bubble elongates.

Fig. 8. Eruption of a bubble at the surface of the slugging ¯uidised bed.
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symmetric (particles fall down near the wall and rise in the central region), suggesting that 15 s
is a su�cient time window to study the dynamics of this system.

3.1.5. The e�ect of material-particle parameters on the simulations
The appropriate values of some modelling parameters, such as the restitution coe�cient of

spherical particles, the friction coe�cient at the wall and the wall restitution coe�cient are not
available. To explore the e�ect of each of these parameters on the results, simulations should
be repeated when one of these parameters is changed while the others are ®xed. Obviously, this
process is expensive and time consuming. Our simulation results (not shown here)
demonstrated that simulations are sensitive to the wall friction coe�cient and are less sensitive
to the particle±particle and particle±wall restitution coe�cients. Restitution coe�cients indicate
the amount of energy dissipation due to the collision of particles. To show the in¯uence of
these parameters, the results of simulations with a wall friction factor of 0.2 are compared with
the results of simulations with a wall friction factor of 0.02. Fig. 9(b) and (c) show the time-
averaged distribution of the volume fraction of particles for the two cases. Fig. 10(a) and (b)
illustrates the variation of void fraction at various heights for these two cases. When a lower
wall friction factor is used in the calculations, the radial distribution of void fraction is more
uniform. Fig. 10(a) and (b) also show that, when a lower wall friction coe�cient is used, the
concentration of particles at lower regions of the bed, e.g., h � 77 cm, is larger. This occurs
because, as mentioned earlier, particles, in the time-average sense, are descending near the walls
and, when a relatively smaller wall friction coe�cient is used, they can slide more easily and

Fig. 9. Comparison between the time-averaged distribution of volume fraction of particles for a slugging ¯uidised

bed: (a) axi-symmetric cylindrical and (b) Cartesian coordinates; (c) time-averaged distribution of volume fraction of
particles when a relatively low wall friction coe�cient m � 0:02 is used, in Cartesian coordinates.
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accumulate at the lower regions (see also Fig. 9(b) and (c)). The corresponding experimental
results are shown in Fig. 10(c). Comparison between experimental results and the simulations
shows that, while the radial distribution of the void fractions in the simulations are
qualitatively close to that of the experiments, the axial distributions are di�erent. The void
fractions in the experiments are higher than that at the corresponding height in the
simulations.

4. Solid ¯ow in the presence of a spherical/cylindrical obstruction

A further numerical investigation was carried out for a ¯uidised bed with an obstacle placed
near the centre, representing equipment which might normally be used inside ¯uidised beds,
e.g., a heater. The schematic of the reactor is shown in Fig. 11(a). The study was conducted
using both axi-simmetric r±z and x±y Cartesian 2D geometries. In the former, the obstruction
took the shape of a sphere and in the latter a cylinder.
Air with uniform inlet velocity, U0 � 47:6 cm/s Ð 13% of the terminal velocity of the

particles Ð enters from the bottom of the bed, at room temperature. The static bed height of
the reactor is 15 cm, when ®lled with spherical glass beads of diameter in the range of 0.042±
0.06 cm. The diameter of the ¯uidised bed is 13.8 cm and the height is 25 cm. A corresponding
experiment has been conducted by Lin et al. (1985). A restitution coe�cient of 0.98 was
assumed for both particle±particle and particle±wall collisions, together with a wall friction
coe�cient of 0.02. The diameter of the glass beads was assumed to be 0.5 mm.
Fig. 11(b) shows the grid structure used in the axi-symmetric cylindrical coordinates

simulation which contained a total of 600 elements (671 nodes). The 2D x±y Cartesian
coordinates simulation used a mesh with 2400 elements (2520 nodes). The region of large void
fraction appearing below the obstruction, which is periodically shed, has a frequency which
was proven to be grid-resolved in both simulations. A time-step size converged value of 10ÿ4 s
was used in the simulations.

Fig. 10. Comparison between the time-averaged void fraction distribution for slugging ¯uidised bed, at various
heights, when wall friction coe�cients of (a) 0.02 and (b) 0.2 are used; (c) experimental results.
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4.1. Results and discussion

Based on particle size and the density di�erence between particles and air, the solid phase
can be classi®ed as Group B of Geldart powders. The minimum ¯uidisation velocity for this
reactor is about 19.5 cm/s and, since the Froude number, u2

mf=gd is greater than unity, it may
be expected that the reactor will operate in an aggregative state in which bubbles play a major
role in the dynamical behaviour.
Fig. 12(b) shows the modelled time-averaged velocity vectors of the glass beads. This ®gure

demonstrates that, in the time-average sense, there is a circulation of particles in which they
Ascend near the Centre and Descend near the Wall (ACDW). However, a weak Ascending
near the Wall and Descending near the Centre (AWDC) in the region below the sphere has
been reported in the experiment (Lin et al., 1985). The corresponding experimental result is
shown in Fig. 12(c). As can be seen from this ®gure, there is a toroidal vortex with strong
upward motion in the neighbourhood of the sphere and a downward ¯ow near the wall. The
same phenomenon can be observed in the velocity vectors of the particles from the simulations.

Fig. 11. (a) Schematic of the ¯uidised bed containing a spherical obstacle, H � indicates the static bed height; (b)

Grid structure in axi-symmetric cylindrical coordinates used for the simulation.
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Comparing the results of the experiment with that of the simulation also indicates that there
is a downward ¯ow close to the surface of the supporting rod (see Fig. 12(c)). The same
pattern of ¯ow can be observed in the velocity vectors of the simulation. The velocity vectors
of the gas phase is shown in Fig. 12(a).
Power spectra of ¯uctuations of the volume fraction of the glass beads for various positions

are illustrated in Fig. 13 and indicate that the frequency of the oscillations varies between 4
and 5.2 Hz. A frequency range between 3.8 and 5 Hz for the ACDW region has been reported
from the experiment performed by Lin et al. (1985).
The time-averaged volume fraction of glass beads is shown in Fig. 14(a). A high volume

fraction of particles can be observed on the top of the sphere. This occurs because, as can be
observed from the velocity vectors of the gas phase in Fig. 12, the gas ¯ow separates from the
surface of the sphere and thus, the drag force exerted by the gas on the particles is not
appreciable and particles tend to accumulate there. A low volume fraction of particles can be
observed near the lower part of the sphere. This is because the drag force in this region is not
su�ciently large to ¯uidise the particles, and thus, they either fall or change their direction. A
further phenomena observed in this simulation, and shown in Fig. 15, is that, in this region,
(the lower part of the sphere), bubbles form periodically (also reported in Davidson et al.,
1985, p. 474) and then move upwards next to the surface of the sphere. At the mid-plane

Fig. 12. Fluidised bed with obstruction: time-averaged velocity vectors of (a) the gas phase obtained from the

simulations; (b) the particulate phase from the simulations; and (c) the particulate phase from the experiment.
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height of the sphere, they separate from it and move up towards the bed surface. The granular
temperature distribution, shown in Fig. 14(b) indicates a high granular temperature near the
top of the bed and below the lower part of the sphere, the positions which have large
¯uctuations of velocity.
The poor quality of the solution in axi-symmetric coordinates for the previous simulation in

the slugging regime motivated us, in the absence of a su�ciently e�cient 3D model, to perform
the simulation in 2D Cartesian coordinates and to break the central axis symmetry. The time
required for 3D simulations can be prohibitive, however, parallel computing o�ers a possible
solution. In Enwald et al. (1999a), a parallelised TFM was described along with a validation of
their TFM against bubbling ¯uidised bed experiments. The fact that the simulations are not
performed in 3D is not the only source of uncertainty with our model and similar models like
the above. There exists considerable uncertainty in the validity of the TFM and the closure
models used, thus, extensive validation of a model in each parameter regime seems to be
required in order to have con®dence in the TFM approach and even the authors'
implementation of the TFM.
Fig. 16(a) shows the time-averaged volume fraction of the particulate phase for the Cartesian

coordinate simulation, when the symmetry is broken. This ®gure indicates that, qualitatively,
the pattern of volume fraction distribution is similar to that of the cylindrical coordinates. This

Fig. 13. Power spectrum at various positions in the ¯uidised bed with a spherical obstruction.
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suggests that the presence of the spherical obstacle (or cylindrical obstacle, in 2D Cartesian
coordinates) minimises the e�ect of the no-normal ¯ow condition applied in the central axis in
cylindrical coordinates simulations. The granular temperature distribution shown in Fig. 16(b)
and the particle and gas velocity vectors shown in Fig. 17(a) and (b) are almost similar to the

Fig. 14. Obstructed ¯uidised bed: (a) time-averaged volume fraction of particles. The maximum volume fraction of
particles is 0.62 which is observed on top of the spherical particle; (b) time-averaged granular temperature of
particles. The maximum granular temperature is about 440 cm2/s2.

Fig. 15. A bubble, formed near the lower region of the spherical obstacle, separates and moves towards the surface
of the bed.
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results of simulations obtained from the cylindrical coordinates. Power spectra of the various
positions in the bed are shown in Fig. 18. Again, a dominant frequency of 5 Hz can be
observed in these ®gures.

Fig. 16. Distribution of (a) volume fraction and (b) granular temperature of particles in 2D Cartesian coordinates

for ¯uidised bed with obstruction.

Fig. 17. Time-averaged velocity vectors of obstructed ¯uidised bed: (a) gas phase and (b) particulate phase, in 2D
Cartesian coordinates, when the symmetry is broken.
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5. Conclusions

Numerical modelling, based on the two-¯uid granular temperature model, has been used to
simulate two di�erent ¯uidised bed problems. In both cases, gas, (air at room temperature)
enters from the bottom of the ¯uidised bed and exits from the top, while particles circulate
inside the bed. The ®rst simulation concerned a ¯uidised bed in the slugging regime with
powders in group D of the Geldart classi®cations. Simulations in axi-symmetric cylindrical
coordinates were performed and it was shown that imposing axi-symmetry can lead to un-
physical results, e.g. a region with a high concentration of particles appears around the central
axis. Therefore, a two dimensional Cartesian coordinate system was used and the symmetry
was broken. The time-averaged distribution of particles showed that bubbles move in the
central region of the bed and particles fall down along the bed wall. This type of behaviour is
consistent with the results of experiments. The power spectrum of ¯uctuations of the particles
showed that di�erent parts of the bed oscillate with di�erent frequencies, ranging from 0.7 to
1.4 Hz. This is also consistent with the results of the experiments which indicates a dominant
frequency band of 1±1.5 Hz.
The simulations showed that the results are sensitive to material-particles parameters to

various degrees. They are sensitive to wall friction coe�cients but less sensitive to restitution

Fig. 18. Power spectrum for obstructed ¯uidised bed at various positions, obtained from simulations in Cartesian
coordinates.
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coe�cients. A number of phenomenon such as formation, coalescence, elongation and eruption
of bubbles were discussed and it was shown that, at least in some cases, bubbles are created by
the centrifugal force of the particles.
The second case studied was related to the simulation of a ¯uidised bed which has in the

central region of the bed an obstruction, representing equipment used inside industrial ¯uidised
beds. Comparison between velocity vectors obtained from the simulations and from published
experiment showed that, while at the top of the obstruction the results were consistent, in the
region below a weak circulation Ð ascending ¯ow near the wall and descending near the
centre Ð appeared in the experiment which was not observed in the numerical simulations.
Since the particle/gas drag force behind the obstruction is insu�cient to ¯uidise the particles,

a high concentration of particles appears on the top of the sphere, indicating a poor
¯uidisation quality. The simulations also showed that near the lower part of the obstruction a
void appears. This region of the obstruction probably experiences less erosion than the others.
The calculated granular temperature distribution near the surface of the obstruction can be
used to detect areas which are particularly susceptible to erosion.
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